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Abstract Currently, there are two market models for valuation and risk management of interest rate derivatives: the LIBOR and swap market models. We introduce arbitrage-free constant maturity swap (CMS) market models and generic market models featuring forward rates that span periods other than the classical LIBOR and swap periods. We develop generic expressions for the drift terms occurring in the stochastic differential equation driving the forward rates under a single pricing measure. The generic market model is particularly apt for pricing of, e.g., Bermudan CMS swaptions and fixed-maturity Bermudan swaptions.
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1 Introduction

Currently, there are two types of market models for valuation and risk management of interest rate derivatives: the LIBOR and swap market models.
of [1, 7, 11, 12]. We introduce generic market models featuring forward rates that span periods other than the classical LIBOR and swap periods. In particular, we consider constant maturity swap (CMS) market models. The generic market model generalizes the LIBOR and swap market models. We derive necessary and sufficient conditions for the structure of the forward rates to span an arbitrage-free economy in terms of relative discount bond prices, at all times. We develop generic expressions for the drift terms occurring in the stochastic differential equation (SDE) driving the forward rates under a single pricing measure. We show how the instantaneous correlation of the generic forward rates can be calculated from the instantaneous correlation of forward LIBOR rates. These results are sufficient for implementation of calibration and pricing algorithms for generic market models.

The main outset of the paper is that a model is deemed proper for a certain interest rate derivative, if the volatility of a rate that appears in the contract payoff has been calibrated correctly to the market volatility. For generic market models, the canonical interest rates are simply equipped with the corresponding canonical volatilities, allowing for efficient and straightforward calibration. Up to now, whether a model containing such generic rates would be arbitrage-free is not well-known. To our knowledge, generic expressions of arbitrage-free drift terms for generic market models have not yet appeared in the literature.

We do not consider the extension to continuous tenor, as in [1] and [12]. The practical approach of extension to continuous-tenor for LIBOR models by [18] can however straightforwardly be applied.

The idea of generic market models has already been suggested by [2]. These authors discuss what they call co-sliding (commonly referred to as ‘LIBOR’) and co-terminal (commonly referred to as ‘swap’) market models. The co-sliding class corresponds to our class of CMS market models, but ours is defined differently. By an unfortunate definition of the co-sliding class, [2] shows that the only admissible co-sliding model is the LIBOR market model. Interestingly, we show there are \( n \) arbitrage-free CMS market models associated with a tenor structure with \( n \) fixings. LIBOR and swap models are two special cases of CMS models. In addition to the \( n \) CMS models, we introduce generic market models, extending the number of arbitrage-free market models to \( n! \). Also, [2] make claims on the characterization of arbitrage-free generic market models with graph theory. We show that these claims are false, by showing that a model admissible by the graph theory characterization, namely the co-initial model, violates the weak form of no-arbitrage. Moreover, in contrast to [2], we derive generic expressions for the drift terms of the forward rates, for all \( n! \) models (thus for LIBOR, swap, CMS and generic models).

The new angle of the present paper, relative to [7], is that we consider no-arbitrage in the market spanned at a given time point by the various forward swap rates in a generic market model. We are the first to provide conditions that guarantee the absence of arbitrage in these static forward agreement markets for the generic setting. Moreover, we show that attempted claims to achieve this static no-arbitrage result in [2] are erroneous, due to the afore-mentioned counter example of the co-initial model.
An alternative way of calibrating a model to relevant volatility levels is to consider a LIBOR model and use generic approximate expressions for volatilities of various forward rates. Such a procedure, for the specific case of calibrating the LIBOR model to swaption volatility, has been investigated in [4,6,9,15]. The advantage of the generic specification is the ability to specify the relevant volatility functions. In other words, we are completely free to directly specify the shape of the volatility function and we are always guaranteed of a perfect calibration that is direct and stable. In the LIBOR model, the shape of the volatility function is determined by the calibration to swaptions and by correlation. Calibration is indirect and thus potentially unstable given the need to imply model parameters to re-obtain market prices. Moreover, the theory of generic models is justified already by the additional insight into LIBOR and swap models. Jamshidian [7, Sect. 13] also provides arguments in favour of using a natural, but different, model for each interest rate derivative type.

An outline of the paper is as follows. First, preliminaries are introduced. Second, necessary and sufficient no-arbitrage conditions on the structure and values of the forward rates are derived. Third, generic arbitrage-free drift terms are derived under a common measure. Fourth, the efficiency of drift calculations is discussed. Fifth, calibration of generic market models to correlation is addressed. Sixth, we end with conclusions.

2 Preliminaries

Consider a tenor structure $0 \leq t_1 < \cdots < t_{n+1}$ and day count fractions $\alpha_i$, over the period $[t_i,t_{i+1}]$, for $i = 1, \ldots, n$. Suppose traded in the market is a set of $m$ forward LIBOR or swap rate agreements that are associated with that tenor structure. Initially, $m$ may be different from $n$, but in Theorem 3.1 we show that it makes sense, from an economic point of view, to consider only $m = n$. The set of associated forward swap agreements is administered by a set of pairs

$$\mathcal{E} = \{ \epsilon_j = (s(j),e(j)); j = 1, \ldots, m; s(j),e(j) \text{ integers}; 1 \leq s(j) < e(j) \leq n + 1 \}.$$  

Here $s(j)$ and $e(j)$ denote start and end of the forward swap agreement. The above set expression for $\mathcal{E}$ simply designates that there are $m$ associated forward swap agreements, that each forward swap agreement starts and ends on one of the tenor times and that a start is strictly before an end. If the start $s$ and end $e$ of two forward swap agreements $\epsilon^{(1)}, \epsilon^{(2)}$ are equal, then $\epsilon^{(1)}$ and $\epsilon^{(2)}$ are considered equal, thereby a priori excluding the possibility of different forward rates for the same forward swap agreement. Note also that different payment frequencies for a given swap period are not allowed. The value of the forward rate associated with $\epsilon_j$ is denoted by $f_j$.

1 The frequency of floating payments is restricted to one payment per fixed-payment period, but this is only for ease of exposition. In practice, this assumption may be relaxed; the theory is unchanged for any positive whole number of floating payments per fixed-payment period.
course of our paper, depend on time, \( f_j = f_j(t) \). The associated forward swap agreement is defined as follows. At times \( t_{s(j)} \) and \( t_{e(j)} \) the agreement starts and ends, respectively. The agreement is partitioned by the \( e(j) - s(j) \) accrual periods \([t_{s(j)}, t_{s(j)+1}], \ldots, [t_{e(j)} - 1, t_{e(j)}] \). The LIBOR rate is recorded at the start of each accrual period. If the accrual periods are indexed by \( i = s(j), \ldots, e(j) - 1 \), then the LIBOR-observation time is \( t_i \), the tenor of the LIBOR deposit is \( t_{i+1} - t_i \), and the observed LIBOR rate is denoted by \( \ell(t_i) \). If forward swap agreement \( j \) has been entered at time \( t^* \) and at rate \( f_j(t^*) \), then the fixed and floating payments are \( \alpha_i f_i(t^*) \) and \( \alpha_i \ell(t_i) \), respectively. We assume liquid trading in the market at times \( t_i = t_1, \ldots, t_n \) of those forward swap agreements \( e_i \in E \) for which \( t_{s(i)} \geq t^* \). In other words, there is trading in a forward swap agreement if the agreement has not yet started or is about to start. We assume the cost of entering into any forward swap agreement at any tenor time to be zero.

The forward swap agreement structures of the LIBOR and swap market models fit into the framework of (2.1). For the LIBOR market model (LMM), \( E_{LMM} = \{1, 2, (2, 3), \ldots, (n, n+1)\} \). For the swap market model (SMM), \( E_{SMM} = \{1, n+1\}, (2, n+1), \ldots, (n, n+1)\} \). We introduce here a third kind of market model, associated with the \( q \)-period CMS rates. We name it the CMS(\( q \)) market model, for \( q = 1, \ldots, n \), and it is defined by \( E_{CMS(q)} = \{1, 1 + q\}, (2, 2 + q), \ldots, (n - q + 1, n + 1), (n - q + 2, n + 1), \ldots, (n, n + 1)\} \). Note that for \( q = 1 \) and \( q = n \) we retain the LIBOR and swap market models, respectively.

The structure of these market models can be specified equivalently as follows, too. There exists an enumeration \( e(j) = (s(j), e(j)) \) such that, for the LIBOR model, \( s(j) = j, e(j) = j + 1 \); for the swap model, \( s(j) = j, e(j) = n + 1 \); for the CMS(\( q \)) model, \( s(j) = j \);

\[
e(j) = j + q \quad (j = 1, \ldots, n - q + 1), e(j) = n + 1 \quad (j = n - q + 2, \ldots, n). \quad (2.2)
\]

2.1 Absence of arbitrage

Associated with the tenor structure we also consider discount bonds. A discount bond is a hypothetical security that pays one unit of currency at its maturity. The price at time \( t \) of a discount bond maturing at time \( t_i \) is denoted by \( b_i(t_i) \). Note that there are \( n + 1 \) discount bonds and that we necessarily have \( b_j(t_i) = 1 \) for \( i = 1, \ldots, n + 1 \). The latter is just saying that the cost of immediately receiving one unit of currency is one unit of currency. The time-\( t_i \) discount bond prices are sometimes simply denoted by \( b_i \) rather than by \( b_i(t_i) \).

In terms of price consistency among discount bonds, forward swap agreements and LIBOR deposits, we require some form of absence of arbitrage. We follow [12] where two forms of no-arbitrage are introduced. First, a weaker notion of no-arbitrage is the usual no-arbitrage condition in a pure bond market. Second, a stronger notion of no-arbitrage assumes, in addition, that cash is also available in the market, which means that money, not stored in a money market account, can be carried over at zero cost. The stronger form of no-arbitrage excludes situations allowed by the weaker form. For example, discount bond prices greater than one (negative interest rates) are excluded.
by the strong form, but not by the weak form. More generally, discount bond prices are required by the strong form, but not by the weak form, to not increase with increasing maturity, as shown by [12, p. 267, below Eq. (13)]. In Sect. 3, it is shown that generic market models guarantee the weak form of no-arbitrage. The weak form is the natural condition for generic market models. Log-normal LIBOR models are known to satisfy the strong form of no-arbitrage; but the LIBOR model is a special case in this regard. For market models other than LIBOR, whether the strong form is satisfied is less clear. In fact, a multi-factor log-normal swap market model in general violates the strong form of arbitrage with positive probability, see Sect. 3.1. Therefore, hereafter we only consider the weak form of no-arbitrage, and any mentioning of ‘no-arbitrage’ refers to the weak form.

Definition 2.1 (Weak form no-arbitrage; static bond market) Let \( \mathbf{x} = (x_1, \ldots, x_{n+1}) \) denote the holdings in discount bonds that mature respectively at times \( t_1 < \cdots < t_{n+1} \). Prices of discount bonds at time \( t_0 \) are denoted by \( \mathbf{b} = (b_1, \ldots, b_{n+1}) \). An arbitrage is a portfolio \( \mathbf{x} \) such that

1. The time-\( t_0 \) value is less than or equal to zero; \( \mathbf{b} \cdot \mathbf{x} \leq 0 \).
2. The time-\( t_i \) payoff of discount bond \( i \) is greater than or equal to zero; \( x_i \geq 0 \) \( \forall i \).
3. There is at least one discount bond \( i \) that has a payoff at time \( t_i \) that is strictly greater than zero; \( \exists i : x_i > 0 \).

A static bond market satisfies the weak form of no-arbitrage if no weak form arbitrage opportunities exist.

The following characterizes the weak form of no-arbitrage in the static case.

Lemma 2.2 The weak form of no-arbitrage holds in a static bond market if and only if all discount bond prices are strictly positive; \( \mathbf{b} > 0 \).

Proof First, suppose \( \mathbf{b} > 0 \) and suppose there exists an arbitrage \( \mathbf{x} \). From Definition 2.1, property 3, \( \exists i : x_i > 0 \). We have, for the time-\( t_0 \) value of \( \mathbf{x} \),

\[
\mathbf{b} \cdot \mathbf{x} = b_1x_1 + \cdots + b_{i-1}x_{i-1} + b_i x_i + \cdots + b_{n+1}x_{n+1} \geq 0
\]

which is in contradiction to property 1 of the arbitrage portfolio \( \mathbf{x} \).

Second, suppose there exists \( i \) such that \( b_i \leq 0 \). Consider the portfolio \( \mathbf{x} \) with \( x_i = 1 \) and \( x_j = 0 \) for \( j \neq i \). Then the time-\( t_0 \) value of \( \mathbf{x} \) is \( b_i \leq 0 \). Moreover, \( \mathbf{x} \geq 0 \) and \( x_i > 0 \), thus \( \mathbf{x} \) is an arbitrage opportunity. □

The no-arbitrage referred to in this section and the next (Sect. 2.1–3) relates to a static point in time; but this static no-arbitrage must of course hold at any point in time. Next to static no-arbitrage, there is dynamic no-arbitrage that relates to drift terms under a common probability measure; these no-arbitrage drifts are derived in Sect. 4.
2.2 Dynamic market models

Valuation of non-European interest rate derivatives requires a dynamic model, i.e. a model that generates unique arbitrage-free discount bond prices at all future time points. A formal definition of dynamic market models is stated in Definition 2.4. Examples of dynamic models are the LIBOR and swap market models. An example of a non-dynamic model is the co-initial market model, see Sect. 3.2. The co-initial model is non-dynamic since at time $t_2$, all forward swap agreements have expired. Though non-dynamic models are important, we restrict to examining dynamic market models only. We do so for restraining the length of the exposition. Also, the requirement that a market model be dynamic yields a compact characterization of such models in the form of Theorem 3.1.

For the dynamic case, specification of forward rates at not only $t_1$, but at all times $t_1, \ldots, t_n$, is required to lead to unique discount bond prices. Given an arbitrary set $E$ of forward rates and their values $\{f_j(t_i)\}_{i,j}$, there are two mutually exclusive possibilities:

**Definition 2.3**

- **Condition A:** At each time $t_i$ for $i = 1, \ldots, n$, there exists a unique system of discount bond prices $b_j(t_i)$, $j = i, \ldots, n + 1$ such that the resulting aggregate trade system of discount bonds, forward swap agreements and LIBOR deposits is arbitrage-free.
- **Condition B:** At least at one of the times $t_1, \ldots, t_n$, either there exists no system or there are more than one different systems of prices for the discount bonds, such that the resulting aggregate trade system of discount bonds, forward swap agreements and LIBOR deposits is arbitrage-free.

Obviously, we want Condition A to hold in financial models. In fact, Condition A is the definition of a dynamic market model:

**Definition 2.4** A dynamic market model is a model that satisfies Condition A.

We derive necessary and sufficient conditions on $E$ and the values $\{f_j(t_i)\}$ for Condition A to hold. In particular, given $n + 1$ tenor times, we show that there are exactly $n!$ possibilities of choosing $E$. The CMS market model (with LIBOR and swap models as special cases) accounts for $n$ of these possibilities. An example for $n = 6$ with market models of LIBOR, CMS(3), swap, co-initial and a hybrid swap is given in Figs. 1 and 2.

3 Necessary and sufficient conditions on the forward swap agreements structure for guaranteed no-arbitrage

We derive necessary and sufficient conditions for a set of forward rates to specify unique arbitrage-free discount bond prices. The program to achieve that goal is as follows. First, we value the forward swap agreements in terms of discount bond prices. Second, the conditions on the forward swap agreements are translated into conditions on the discount bond prices.
A forward swap agreement is valued by valuation of its floating and fixed payments in turn. The collections of floating and fixed payments of a forward swap agreement are called floating and fixed legs, respectively. The value $\pi_{\text{flt}}(\epsilon)$ of the floating leg of a forward swap agreement $\epsilon = (s, e)$ is

$$\pi_{\text{flt}}(\epsilon) = b_s - b_e.$$ 

This equation can be seen to hold by considering a portfolio in the discount bonds that has the exact cash flows as the floating leg, to wit, long a discount bond maturing at time $t_s$ and short a bond maturing at time $t_e$. At time $t_s$, we invest the proceeds of the long position in the discount bond into the LIBOR deposit. At each LIBOR payment, we re-invest the notional into the LIBOR deposit. At the end of the floating leg, the notional cancels against the short position in the discount bond. It is not hard to see that this procedure provides the exact same cash flows as a floating leg.

---

2 We assume equality of index and discount curves and of payment and index year fractions.
The value $\pi_{fxd}(\epsilon, f)$ of a fixed leg with forward rate $f$ can be obtained by simply discounting the known future cash flows,$^3$

$$\pi_{fxd}(\epsilon, f) = f \sum_{i=s}^{e-1} \alpha_i b_{i+1}.$$  

The under-braced expression is also called present value of a basis point (PVBP in short), and is denoted by $p_{s,e}$.

The conditions on the forward rates are governed by the forward swap agreements to have zero value, that is, $\pi_{flt}(\epsilon) - \pi_{fxd}(\epsilon, f) = 0$. In fact, at time $t_i$, $i = 1, \ldots, n$, there exists a unique system of prices for the discount bonds consistent with the forward rates if and only if the following linear system in the $n + 1$ - $i$ unknown variables, $b_{i+1}, \ldots, b_{n+1}$, is

$$\left\{ b_{s} - b_{e} - \sum_{k=s}^{e-1} f_e \alpha_k b_{k+1} = 0 \mid \epsilon = (s, e) \in \mathcal{E}, s \geq i \right\}, \quad (3.1)$$

with $b_{i} = 1$, has a unique solution. The latter is already a precisely specified and tractable necessary and sufficient condition for existence of unique discount bond prices that are consistent with the forward rates. This condition can be

---

$^3$ We assume that the fixed payment frequency equals the floating payment frequency.
validated by numerically checking invertibility of the linear equation (3.1). In the sequel, we develop conditions and implications that are more straightforward to verify and that a priori guarantee invertibility of (3.1), and we sketch scenarios in which these implications hold. It is shown that invertibility of (3.1) is guaranteed in typical finance scenarios, and that invertibility can be violated only under extreme situations that are fully irrelevant to a finance setting.

The following assumption on the values that forward rates can attain allows us to establish the weak form of no-arbitrage for generic market models.

**Assumption 1** A rate $f$ in the set $\mathcal{E}$ can only attain non-negative values: $f \geq 0$.

Assumption 1 is almost always satisfied in interest rate markets. Only on very rare occasions have negative interest rates been observed. An example of negative rates in Japan in November 1998 is given in [13]. These interest rates reached $-3$ to $-6$ basis points (bp) ($-0.03$ to $-0.06\%$). Moreover, the popular displaced diffusion smile model of [17] generates negative forward rates with positive probability, if the displacement parameter is negative. However, violation of Assumption 1 does not necessarily imply that the system of forward rates admits arbitrage of the weak form. In fact, we make plausible that slightly negative interest rates still allow for weak no-arbitrage, by considering a simple numerical example. Consider a single forward rate, two tenor times $\{t_1 = 0, t_2\}$ market model. The price of the discount bond for maturity at time $t_2$ is given by $1/(1+\alpha f)$. The rate $f$ should thus satisfy $f > -1/\alpha$, to ensure a positive discount bond price. For annual payments, for which $\alpha \approx 1$, we have $-1/\alpha \approx -100\%$. In fact, for payments more frequent than annual, the arbitrage-defying rate is even more negative than $-100\%$. These considerations lead us to conclude that arbitrage of the weak form in a forward swap agreement market can occur only in situations that are considered financially extreme. Essential to no-arbitrage is thus the structure of forward swap agreements.

### 3.1 Swap market models violate strong form no-arbitrage

We provide an example of a swap market model that violates the strong form of no-arbitrage with positive probability. We consider two co-terminal forward swap rates $f_{1:3}, f_{2:3}$, with tenor structure $0 \leq t_1 < t_2 < t_3$ and day count fractions $\alpha_1, \alpha_2$. Solving (3.1) at time $t_1$ for the discount bond prices yields (suppressing dependency of $t_1$)

$$b_2 = (1 + \alpha_2 f_{2:3})b_3, \quad b_3 = (1 + (\alpha_1 + \alpha_2)f_{1:3} + \alpha_1 \alpha_2 f_{1:3} f_{2:3})^{-1}.$$  

Under Assumption 1 we find $b_3 \leq 1$; however, $b_2 \leq 1$ holds only if

$$f_{2:3} \leq (\alpha_1 + \alpha_2)f_{1:3}(\alpha_2(1 - \alpha_1 f_{1:3}))^{-1}, \quad (\alpha_1 f_{1:3} \leq 1).$$  

(3.2)

If $b_2 > 1$, then the strong form of no-arbitrage is clearly violated. When $f_{1:3}$, $f_{2:3}$ have log-normal dynamics with correlation $\rho < 1$, then, from (3.2), we find there is always a positive probability that the forward rates $f_{1:3}, f_{2:3}$ end up in the region where the strong form of no-arbitrage is violated.
3.2 Co-initial models violate weak form no-arbitrage

The co-initial market model is introduced in [5, Sect. 18.4]. The co-initial model features forward swap rates that span the periods \((1, 2), (1, 3), \ldots, (1, n + 1)\), that is, all swap rates start at time \(t_1\) but end consecutively at times \(t_2, \ldots, t_{n+1}\). We consider a two-period setting as in Sect. 3.1. Solving (3.1) at time \(t_1\) for the discount bond prices yields (suppressing dependency of \(t_1\))

\[
b_2 = (1 + \alpha_{1f1:2})^{-1}, \quad b_3 = (1 + \alpha_{2f1:3})^{-1}(1 - \alpha_{1f1:3}(1 + \alpha_{1f1:2})^{-1}).
\]

Under Assumption 1, violation of the weak form of no-arbitrage occurs if

\[
\alpha_{1f1:3} \geq 1 + \alpha_{1f1:2}. \quad (3.3)
\]

An example with \(\alpha_1 = 1\) is \(f_{1:2} \leq 5\%\) and \(f_{1:3} \geq 105\%). When \(f_{1:2}, f_{1:3}\) have log-normal dynamics with correlation \(\rho < 1\), then, from (3.3), we find there is always a very small yet positive probability that the forward rates \(f_{1:2}, f_{1:3}\) end up violating even the weak form of no-arbitrage. Note that the co-initial model fits into the characterization of arbitrage-free models via graph theory by [2], since the tenor structure has the form of a “graph tree”. We therefore believe that the graph characterization of [2, Proposition 2.1] is incorrect.\(^4\)

3.3 Main result

The main result can now be formulated. The theorem below states that, for dynamic market models, (i) if a tenor structure has \(n\) fixing times \(t_1, \ldots, t_n\), then we require \(n\) forward swap agreements, and (ii) for each fixing time \(t_i\), there is exactly one forward swap agreement that starts at that fixing time \(t_i\), \(i = 1, \ldots, n\).

Note that the co-initial model does not fit the requirements below, since all its state variables expire at the first tenor time \(t_1\), see Sect. 2.1.

**Theorem 3.1** Let \(\{t_1, \ldots, t_{n+1}\}\) be a set of tenor times. Let \(\mathcal{E} = \{\epsilon_j\}_{j=1}^m\) and \(f_j\) be a set of forward swap agreements and forward rates, respectively, associated with the tenor times. Then, at each of the times \(t_1, \ldots, t_n\), for all forward rates \(\{f_j\}_{j=1}^m\) satisfying Assumption 1, there exists a unique weak-form arbitrage-free solution to the system of linear equations (3.1) in the discount bond prices, if and only if \(m = n\) and there exists an ordering of the \(n\) forward swap agreements \(\epsilon_j = (s(j), e(j))\), \(j = 1, \ldots, m\) such that \(s(j) = j\).

**Proof** The proof is split into two parts. First, we prove that the described structure leads to arbitrage-free invertibility of system (3.1) for all forward rates satisfying Assumption 1. Second, the reverse implication is proven.

Suppose that the structure \(\mathcal{E}\) of forward swap agreements is such that \(m = n\) and that an ordering of the \(n\) forward swap agreements \(\epsilon_j = (s(j), e(j))\), \(j = \ldots\)

\(^4\) Of course, the co-initial model can be transformed into a weakly arbitrage-free model by modifying volatilities such that they tend to zero as the no-arbitrage defying condition (3.3) is approached. Proposition 2.1 in [2] however places no restrictions on volatility dynamics.
Algorithm 1 Back substitution.

Input: $n$, $U$ $(n + 1) \times (n + 1)$ unit upper-triangular, $c \in \mathbb{R}^{n+1}$.
Output: $\hat{b} = U^{-1}c \in \mathbb{R}^{n+1}$.

1: Set $\hat{b}_{n+1} \leftarrow c_{n+1}$.
2: for $i = n, \ldots, 1$ do
3: \hspace{1em} $\hat{b}_i \leftarrow c_i - \sum_{j=i+1}^{n+1} u_{ij} \hat{b}_j$.
4: end for

1, \ldots, m exists such that $s(j) = j$. The existence of unique arbitrage-free discount bond prices is guaranteed if we show unique discount bond prices exist that are all positive, see Lemma 2.2. To that end, consider the system (3.1) in terms of the deflated discount bond prices, $\hat{b}_i \equiv b_i/b_{n+1}$, and substitute $s(j) = j$ to get

$$\begin{cases}
\hat{b}_j - \hat{b}_{e(j)} - \sum_{i=j}^{n} f_j \alpha_i \hat{b}_{i+1} = 0 \\
n_j = 1
\end{cases}, \{\hat{b}_{n+1} = 1\}. \quad (3.4)$$

Note that the $(n + 1) \times (n + 1)$ matrix $U = U(f)$ associated with this system is unit upper-triangular, which means that the diagonal contains ones and that the lower-triangular part of the matrix contains zeros. It follows that this matrix is invertible. We thus have

$$U(f)\hat{b} = c, \quad \hat{b} = U(f)^{-1}c, \quad c = (0 \ldots 0 1)^T \in \mathbb{R}^{n+1}.$$

An efficient method for calculating the inverse of a unit upper-triangular matrix is back substitution, see for example [3, Algorithm 3.1.2]. Back substitution aids in the proof, therefore it is displayed in Algorithm 1. We show by induction for $i = n + 1, n, \ldots, 1$ that $\hat{b}_i \geq 1$. For $i = n + 1$, $\hat{b}_i = \hat{b}_{n+1} = 1$, by line 1 of Algorithm 1, which states that $\hat{b}_{n+1} = c_{n+1} = 1$. Suppose, then, that $\hat{b}_j \geq 1$ for $j = i + 1, \ldots, n + 1$. We have, by line 3 of Algorithm 1, that

$$\hat{b}_i = c_i - \sum_{j=i+1}^{n+1} u_{ij} \hat{b}_j = -\sum_{j=i+1}^{n+1} u_{ij} \hat{b}_j.$$

Note that, for $j > i$, $u_{ij}$ is either $-\alpha_j f_i$, $-1 - \alpha_j f_i$ or $0$. It follows that

$$\hat{b}_i = f_i \sum_{j=i}^{e(i)-1} \alpha_j \hat{b}_{j+1} + \hat{b}_{e(i)} \geq 1,$$

which concludes the induction proof. The unique solution for the undeflated discount bond prices at tenor point $t_1$ is then given by $b_i \equiv \hat{b}_i/\hat{b}_1$, which is defined and positive since $\hat{b} = (\hat{b}_1, \ldots, \hat{b}_{n+1}) \geq 1$.

Note that the above proof is independent of the number of tenor times. Therefore the forward swap agreements structure $n = m$ and $(s(j) = j)$ guarantees existence of unique arbitrage-free discount bond prices for all forward rates satisfying Assumption 1 at all tenor times $t_1, \ldots, t_n$, which was to be shown.
The reverse implication is proven by induction on \( n \). For \( n = 1 \), the result is immediate. Now, assume the result is true for \( i = 1 \) to \( n - 1 \). We want to prove it is true for \( n \). The model viewed from \( t_2 \) has \( n \) tenor points, so by the induction hypothesis we must have that: (i) \( m \geq n - 1 \), (ii) there are exactly \( n - 1 \) forward swap agreements that start at \( t_2 \) or later and (iii) for these \( n - 1 \) forward swap agreements there is an enumeration \( j = 2, \ldots, n \) such that \( s(j) = j \). There are three possibilities: \( m = n - 1 \), \( m > n \) or \( m = n \). We show that the cases \( m = n - 1 \) and \( m > n \) lead to non-uniqueness or non-invertibility of (3.1) for some of the forward rates \( f \) that satisfy Assumption 1.

If \( m = n - 1 \), there are fewer equations than unknown variables in (3.1), and it follows that, if there is a solution at all, it will be non-unique.

If \( m > n \), then we may form a sub-model with \( n \) forward swap agreements such that \( s(j) = j \) for \( j = 1, \ldots, n \). We have already proven that such a structure with \( n \) forward rates leads to unique positive discount bond prices. For a left out forward swap agreement, say \( \epsilon = (s, e) \), the associated forward rate \( f \) should then satisfy

\[
f = \frac{b_s - b_e}{\sum_{i=s}^{e-1} \alpha_i b_{i+1}}.
\]

We conclude then that there are forward rates satisfying Assumption 1 for which there do not exist discount bond prices.

As a corollary, we can count the dynamic market model structures given the number \( n + 1 \) of tenor times. For forward rate 1, we can chose from \( n \) end times \( t_2, \ldots, t_{n+1} \), for forward rate 2, from \( n - 1 \) end times \( t_3, \ldots, t_{n+1} \), etc.

**Corollary 3.2** There are \( n! \) dynamic market models with \( n + 1 \) tenor times.

### 4 Generic expressions for no-arbitrage drift terms

We derive generic expressions for the arbitrage-free drift terms of generic market models that are so characteristic for the LIBOR and swap market models. We assume given a dynamic market model, therefore the forward swap agreements are of the form \( \epsilon_i = (i, e(i)) \). If dependence on the end index is clear we simply write \( e(i) \) as \( e \). The forward rate \( f_{\epsilon e} \) has start date \( t_i \) and end date \( t_e \), and is modelled under its forward measure, associated with the PVBP \( p_{\epsilon e} \) as numeraire, by

\[
\frac{df_{\epsilon e}(t)}{f_{\epsilon e}(t)} = \sigma_{\epsilon e}(t) \cdot d\omega^{(\epsilon e)}(t),
\]

with \( \sigma_{\epsilon e} \) a \( d \)-dimensional volatility vector, and with \( \omega^{(\epsilon e)} \) a \( d \)-dimensional Brownian motion under the forward measure \( Q_{\epsilon e} \) associated with \( p_{\epsilon e} \) as numeraire. The integer \( d > 0 \) is deemed the number of factors of the model. The
volatility vector $\sigma_{ie}(t) = \sigma_{ie}(t, \omega)$ can be state dependent to allow for smile modelling.

For pricing of non-standard interest rate derivatives, it is necessary to derive dynamics for all forward rates under a common measure. We can work either with the terminal or spot measure. Both are treated below consecutively.

4.1 Terminal measure

We work with the terminal measure $\mathbb{Q}_{n+1}$, that is, the measure associated with the terminal discount bond $b_{n+1}$ as numeraire. Without loss of generality, the presentation is given as if all forward rates have not yet expired. We work with the numeraire-deflated discount bond prices. The quantity $\hat{p}_{ic}$ denotes the deflated PVBP, $\hat{p}_{ic} \equiv p_{ic}/b_{n+1}$. The deflated PVBPs can be calculated, in turn, when the deflated discount bond prices $\hat{b}_i \equiv b_i/b_{n+1}$ are known. The deflated discount bond prices are given by (3.4). Recall that (3.4) can be written in matrix form as $U \hat{b} = c$, with $c = (0 \cdots 0 1)^T$, and $U = U(f)$ an $(n + 1) \times (n + 1)$ unit upper-triangular matrix, given by

$$u_{ij} = \begin{cases} 
0 & \text{if } i > j \text{ or } (i < j \text{ and } j > e(i)) \\
1 & \text{if } i = j \\
-\alpha_{j-1}f_{ic(i)} & \text{if } i < j \text{ and } j < e(i) \\
-\alpha_{j-1}f_{ic(i)} - 1 & \text{if } i < j \text{ and } j = e(i) 
\end{cases}.$$  

Thus $\hat{b} = U(f)^{-1}c$. Write $\hat{p}$ as a function of the forward rates, $\hat{p} = \hat{p}(f)$, via

$$\hat{p} = \hat{A}\hat{b} = AU(f)^{-1}c, \quad \hat{A} \equiv \begin{pmatrix} 0 & (\alpha_1 \cdots \alpha_{e(1)-1} 0 \cdots 0) \\
0 & (\alpha_2 \cdots \alpha_{e(2)-1} 0 \cdots 0) \\
0 & \ddots \\
0 & \cdots \cdots \\
0 & 0 \cdots 0 & (\alpha_n) \end{pmatrix},$$

for the $n \times (n + 1)$ matrix $A$. Subsequently, define the Radon–Nikodým density

$$z_{ie,n+1}(t) \equiv \frac{p_{ie}(t)b_{n+1}(t)}{p_{ie}(0)b_{n+1}(0)} = \frac{\hat{p}_{ie}(t)}{\hat{p}_{ie}(0)}.$$  

Note that $(z_{ie,n+1}(t))$ is a martingale under the terminal measure $\mathbb{Q}_{n+1}$. This implies that

$$\frac{dz_{ie, n+1}(t)}{z_{ie, n+1}(t)} = \frac{\frac{d\hat{p}_{ie}(t)}{\hat{p}_{ie}(t)}}{\frac{d\hat{p}_{ie}(t)}{\hat{p}_{ie}(0)}} = \frac{\frac{d\hat{p}_{ie}(t)}{\hat{p}_{ie}(0)}}{\frac{d\hat{p}_{ie}(t)}{\hat{p}_{ie}(0)}} = \theta_{ie, n+1}(t) \cdot dw^{(n+1)}(t),$$

with the $d$-dimensional vector $\theta$ given by

$$\theta_{ie, n+1}(t) = \frac{1}{\hat{p}_{ie}(t)} \sum_{k=i+1}^{n} \frac{\partial \hat{p}_{ie}(t)}{\partial f_{k,e(k)}(t)}f_{k,e(k)}(t)\sigma_{k,e(k)}(t).$$

The summation is required only from $i + 1$ to $n$ since $\hat{p}_{ie}$ is dependent on $f_{k,e(k)}$ only for $k > i$. Finally, we apply Girsanov’s theorem to obtain the required expression for $dw^{(n+1)}(t)$. 

Springer
\[ \text{dw}^{(i,e)}(t) - \text{dw}^{(n+1)}(t) = -\theta_{i,e,n+1}(t)dt. \] (4.5)

Thus,
\[ \frac{df_{i,e}(t)}{f_{i,e}(t)} = -\frac{1}{\hat{p}_{i,e}(t)} \sum_{k=i+1}^{n} \frac{\partial \hat{p}_{i,e}(t)}{\partial f_{k,e}(k)} f_{k,e}(k)(t)|\sigma_{k,e}(k)(t)|\rho_{k,e,i,e}(t)\sigma_{i,e}(t) dt \]
\[ + \sigma_{i,e}(t) \cdot \text{dw}^{(n+1)}(t), \] (4.6)

where the instantaneous correlation \( \rho_{k,e,i,e}(t) \) is defined as
\[ \rho_{k,e,i,e}(t) = \frac{\sigma_{k,e}(k)(t) \cdot \sigma_{i,e}(t)}{|\sigma_{k,e}(k)(t)| |\sigma_{i,e}(t)|}. \]

An expression is given for \( \frac{\partial \hat{p}}{\partial f_{k,e}(k)} \). Note that \( \frac{\partial U}{\partial f_{k,e}(k)} \) is a matrix that is zero except for a single row, the \( k \)th row and that the derivative is independent of \( f \), since all \( f \) terms occur linearly in the matrix \( U \). The \( k \)th row is filled, from entry \( (k, k+1) \), with the row vector \((-\alpha_{k} \cdots - \alpha_{e(k)-1} 0 \cdots 0)\). We have that
\[ \frac{\partial \hat{p}}{\partial f_{k,e}(k)} = -AU^{-1} \frac{\partial U}{\partial f_{k,e}(k)} U^{-1}c = -AU^{-1} \frac{\partial U}{\partial f_{k,e}(k)} \hat{b} = AU^{-1} c_{k} \hat{p}_{k,e}(k), \] (4.7)

where \( c_{k} \in \mathbb{R}^{n+1} \) denotes the standard basis vector with unit \( k \)th coordinate, and zero coordinates otherwise. We define \( \hat{b}_{i}^{(k)} \) by
\[ \hat{b}_{i}^{(k)} = (U^{-1} c_{k})_{i}, \quad i = 1, \ldots, n, \quad k = 1, \ldots, n. \] (4.8)

Substituting (4.8) into (4.7) yields
\[ \frac{\partial \hat{p}_{i,e}}{\partial f_{k,e}(k)} = 1_{(k \geq i+1)} \hat{p}_{k,e}(k) \left( \sum_{j=i}^{\min(e(i)-1,k-1)} \alpha_{j} \hat{b}_{j+1}^{(k)} \right). \] (4.9)

Define \( \mu(i, k) \equiv \min(e(i) - 1, k - 1) \). Substituting (4.9) into (4.6), suppressing the dependence on time, and using \( \hat{p}_{k,e}(k)f_{k,e}(k) = \hat{b}_{k} - \hat{b}_{e(k)} \), we obtain the generic market model SDE under the terminal measure as
\[ \frac{df_{i,e}}{f_{i,e}} = -\frac{1}{\hat{p}_{i,e}} \sum_{k=i+1}^{n} (\hat{b}_{k} - \hat{b}_{e(k)}) \left( \sum_{j=i}^{\mu(i, k)} \alpha_{j} \hat{b}_{j+1}^{(k)} \right) \sigma_{k,e}(k) \cdot \sigma_{i,e} dt \]
\[ + \sigma_{i,e} \cdot \text{dw}^{(n+1)}. \] (4.10)

### 4.2 Spot measure

We work with the spot measure \( \mathbb{Q}_{\text{Spot}} \), that is, the measure associated with the spot LIBOR numeraire, defined as follows. The account starts out with one unit of currency. Subsequently, this amount is invested in the spot LIBOR account. After the first accrual period, the proceeds are re-invested in the then spot LIBOR account. This procedure is repeated. For the spot measure it is convenient to define the spot index \( i(t) \), defined by \( i(t) = \min(\text{integer} \; i; t < t_{i}) \).
For the spot measure, we work with discount bond prices, deflated by the spot discount bond \( b_{i(t)} \). The quantities \( \tilde{\mathbf{p}} \) and \( \tilde{\mathbf{b}} \) denote the vectors of \( b_{i(t)} \)-deflated PVBPs and discount bond prices, respectively. We have \( \tilde{\mathbf{p}} = \mathbf{A}\tilde{\mathbf{b}} \) and

\[
\tilde{\mathbf{b}} = \frac{1}{\hat{b}_{i(t)}} \hat{\mathbf{b}} = \frac{1}{(U^{-1}\mathbf{c})_{i(t)}} U^{-1}\mathbf{c}.
\]

The Radon–Nikodým density \( z_{i.e,i(t)}(t) \) is defined similarly to (4.2). A martingale SDE for the Radon–Nikodým density holds, namely

\[
\frac{dz_{i.e,i(t)}(t)}{z_{i.e,i(t)}(t)} = \frac{d\tilde{p}_{i.e,i(t)}(t)}{\tilde{p}_{i.e,i(t)}(t)} = \theta_{i.e,i(t)}(t) \cdot dw^{(i(t))},
\]

similarly to (4.3), with \( d \)-dimensional volatility vector equal to

\[
\theta_{i.e,i(t)}(t) = \frac{1}{\tilde{p}_{i.e}(t)} \sum_{k=i(t)}^{n} \frac{\partial \tilde{p}_{i.e}}{\partial f_{k,e}(k)}(t)f_{k,e}(k)(t)\sigma_{k,e}(k)(t). \tag{4.11}
\]

Comparing (4.11) with (4.4), we find that for the spot measure, we sum over all available forward rates from \( i(t) \) to \( n \), since \( \tilde{p}_{i.e} \) might depend on all those forward rates. Recall that for the terminal measure, we need only sum from \( i+1 \) to \( n \).

Similarly to (4.5), we have \( dw^{(i.e)} - dw^{(i(t))} = -\theta_{i.e,i(t)}(t)dt \). Thus we obtain the equivalent of (4.6),

\[
\frac{df_{i.e}(t)}{f_{i.e}(t)} = -\frac{1}{\tilde{p}_{i.e}(t)} \sum_{k=i(t)}^{n} \frac{\partial \tilde{p}_{i.e}}{\partial f_{k,e}(k)}(t)f_{k,e}(k)(t)\sigma_{k,e}(k)(t)\sigma_{i.e}(t)|\rho_{k,e,i.e}(t)dt
\]

\[
+ \sigma_{i.e}(t) \cdot dw^{(i(t))}(t). \tag{4.12}
\]

An expression for \( \partial \tilde{\mathbf{p}}/\partial f_{k,e}(k) \) is given by

\[
\frac{\partial \tilde{\mathbf{p}}}{\partial f_{k,e}(k)} = \frac{1}{\hat{b}_{i(t)}} \frac{\partial \mathbf{b}}{\partial f_{k,e}(k)} + \frac{1}{\hat{b}_{i(t)}} \left( U^{-1} \frac{\partial U}{\partial f_{k,e}(k)} U^{-1} \mathbf{c} \right)_{i(t)} \tilde{\mathbf{p}}. \tag{4.13}
\]

Similarly as in (4.7) and (4.9) for the terminal measure, we find for the spot measure

\[
\frac{\partial \tilde{p}_{i.e}}{\partial f_{k,e}(k)} = 1_{[k \geq i+1]} \tilde{p}_{k,e}(k) \sum_{j=i}^{\mu(i,k)} \alpha_{j} \tilde{b}_{j+1}^{(k)} - \tilde{p}_{k,e}(k) \tilde{p}_{i.e} \tilde{b}_{i(t)}^{(k)}. \tag{4.14}
\]

Substituting (4.14) into (4.12), suppressing the dependence on time and using \( \tilde{p}_{k,e}(k)f_{k,e}(k) = \tilde{b}_{k} - \tilde{b}_{e}(k) \), we obtain the generic market model SDE under the spot measure as

\[
\frac{df_{i.e}}{f_{i.e}} = -\frac{1}{\tilde{p}_{i.e}} \sum_{k=i(t)}^{n} (\tilde{b}_{k} - \tilde{b}_{e}(k)) \left( 1_{[k \geq i+1]} \sum_{j=i}^{\mu(i,k)} \alpha_{j} \tilde{b}_{j+1}^{(k)} - \tilde{p}_{i.e} \tilde{b}_{i(t)}^{(k)} \right) \sigma_{k,e}(k) \cdot \sigma_{i.e} dt
\]

\[
+ \sigma_{i.e} \cdot dw^{(i(t))}. \tag{4.15}
\]
4.3 An example: the LIBOR market model

For illustration, LIBOR drift terms are calculated starting from the generic market model framework. We stress here that the explicit calculations below of the generic expressions of the previous section are not required for implementation of a generic market model, but are performed for illustration only.

First, we derive the LIBOR SDE for the terminal measure, by applying (4.10). In the LIBOR market model, a forward rate $f_{k,\tau(k)}$ is denoted by $f_k$.

Note that the drift term is approximated:

\[
\hat{p}_{\tau(k)} = \hat{p}_{\tau(i+1)} = \alpha_i \hat{b}_{i+1}.
\]

Second, we derive the LIBOR SDE for the spot measure. If we substitute (i)–(v) into (4.15), we see that for $k = i + 1, \ldots, n$.

\[
\sum_{j=i}^{\min}\alpha_j \hat{b}_{j+1} = \hat{p}_{\tau(i)} \hat{b}_{i+1} = \hat{p}_{\tau(i+1)} \hat{b}_{i+1} - 1.
\]

Note that this assumption is used only to efficiently approxi-

5 Complexity of CMS market models

We study the complexity of drift calculations over a single time step. The LIBOR market model has a special structure that renders the complexity to $O(nd)$, shown by [8]. We show that a similar approximate algorithm can be defined for CMS($q$) market models, for the terminal measure. Hence CMS models form the most useful specification of generic market models. The algorithm is exact for the swap market model ($q = n$). The following quantity that occurs in the drift term is approximated:

\[
\hat{p}_{\tau(i+1)} = \hat{p}_{\tau(\min(i+q))} := \sum_{j=i}^{\min(i+q)} \alpha_j \hat{b}_{j+1} (i < k).
\]
mate (5.1) for calculation of drift terms, and this assumption is not used in the calculation of contract payoffs. Moreover, if needs be, the drift terms can be calculated exactly by using (5.1).

Approximation 5.1 Approximately, under the assumption that \( \alpha_i \approx \alpha_{i+q} \) \((i = 1, \ldots, n - q)\), we have, for \( \hat{p}^{(k)}_{i:k+1} \) defined in (5.1),

\[
\hat{p}^{(k)}_{i:k+1} \approx \alpha_{k-1} \prod_{m=i}^{k-2} \left( 1 + \alpha_{m:f_{m+1:e_{m+1}}} \right) \quad (i < k) .
\]  

(5.2)

Here, an empty product is one. Formula (5.2) is exact for \( i > k - q - 1 \). In particular, (5.2) is exact for any \( i \) in the swap market model \( (q = n) \).

The rationale for Approximation 5.1, as well as the proof of exactness when \( i > k - q - 1 \), are given in Appendix A. Note that accumulating errors in (5.2) are likely to cancel, since in practice the difference \( \alpha_i - \alpha_{i+q} \) is both negative and positive. From (4.10) and Approximation 5.1, we obtain

\[
\frac{d f_{i:e}}{f_{i:e}} \approx -\frac{1}{\hat{p}_{i:e}} \sum_{k=i+1}^{n} \left( \hat{b}_k - \hat{b}_{e(k)} \right) \alpha_{k-1} \prod_{m=i}^{k-2} \left( 1 + \alpha_{m:f_{m+1:e_{m+1}}} \right) \sigma_{k:e(k)} \cdot \sigma_{i:e} \cdot dt + \sigma_{i:e} \cdot dw^{(n+1)} .
\]  

(5.3)

Define

\[
v_i = \sum_{k=i+1}^{n} \left( \hat{b}_k - \hat{b}_{e(k)} \right) \alpha_{k-1} \prod_{m=i}^{k-2} \left( 1 + \alpha_{m:f_{m+1:e_{m+1}}} \right) \sigma_{k:e(k)} .
\]  

(5.4)

The proof of the following lemma is deferred to Appendix B.

Lemma 5.1 The quantity \( v_i \) defined in (5.4) satisfies the recursive formulas

- \( v_n = 0 \).
- \( v_i = (1 + \alpha_{i:f_{i+1:e_{i+1}}}) v_{i+1} + \alpha_i (\hat{b}_{i+1} - \hat{b}_{e_{i+1}}) \sigma_{i+1:e_{i+1}} \).

In Algorithm 2 an \( O(nd) \) algorithm, based on Lemma 5.1, is displayed that approximately calculates the forward swap rates for a time step under the terminal measure, for the CMS\((q)\) market model. This algorithm is exact for the swap market model \( (q = n) \). Algorithm 2 also calculates time-\( t \) values for deflated discount bond prices (denoted by \( \beta \)) and for PVBPs \( \hat{h}_{i:e(i)} \) is denoted by \( \sigma_{i:t} \).

To benchmark the accuracy of Algorithm 2, various fixed-maturity\(^5\) Bermudan swaptions are priced in their corresponding CMS\((q)\) market models, with

\(^5\) There are two types of callable swaptions: fixed-maturity or co-terminal. A co-terminal option allows to enter into an underlying swap at several exercise opportunities, where each swap ends at the same contractually determined end date. The swap maturity becomes shorter as exercise is delayed. In contrast, for the fixed-maturity version, each underlying swap has the same contractually specified maturity, and the respective end dates then differ.
Algorithm 2 An $O(nd)$-algorithm for approximating the forward swap rates for a time step in the CMS($q$) model (exact when $q = n$), under the terminal measure. The number of factors is denoted by $d$. The log forward rates, $\log f(t) = (\log f_{i(t);e(i)(t)}(t), \ldots, \log f_{ne(n)(t)}(t))$ at time $t$, and $\log f(t + \Delta t)$ at time $t + \Delta t$, are denoted by $\phi^{(1)}$ and $\phi^{(2)}$, respectively. Here $\Sigma = (\sigma_{ij})$ governs the volatility, with $\sigma_{ij}$ the time-$t$ volatility of forward rate $f_{i;e(i)}$ with respect to factor $j$. Here, $e(\cdot)$ is defined in (2.2). $\Delta w$ should be sampled from a $\mathcal{N}(0, \sqrt{\Delta t I_d})$ distribution.

Input: $n; d, q (1 \leq d, q \leq n)$; $\phi^{(1)}, \alpha \in \mathbb{R}^n$; $\Delta w \in \mathbb{R}^d$; $\Sigma \in \mathbb{R}^{n \times d}$; $\Delta t$.
Output: $\phi^{(2)} \in \mathbb{R}^n$.
1. $\beta_{n+1} \leftarrow 1, \sigma_{n+1} = 0$.
2. for $i = n, \ldots, i(t)$ do
3. $\sigma_i \leftarrow \sigma_{i+1} + \alpha_i \beta_{i+1} - 1_{\{i < n \text{ and } e(i) = e(i+1) - 1\}} \sigma_{i+1} - \beta \sigma_{i+1}$.
4. $f_{i}^{(1)} \leftarrow \exp(\phi_i^{(1)})$.
5. $\beta_i \leftarrow \sigma_i f_{i}^{(1)} + \beta e(i)$.
6. If $i = n$, set $\mathbf{v}_n = 0 \in \mathbb{R}^d$, else $(i < n)$, set
   \[\mathbf{v}_i = 1 + \alpha_i f_{i+1}^{(1)} \mathbf{v}_{i+1} + \alpha_i \beta_{i+1} - \beta e(i+1) \sigma_{i+1}.\]
7. $\phi_i^{(2)} = \phi_i^{(1)} + (-\frac{1}{\alpha_i} \mathbf{v}_i - \frac{1}{2} \sigma_i \cdot \sigma_i \Delta t + \sigma_i \cdot \Delta w.
8. end for

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Test description of exact versus approximate drifts in CMS($q$) models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Notional</td>
<td>USD 100,000,000</td>
</tr>
<tr>
<td>Market data</td>
<td>Swap rates and at-the-money swaption volatility, (18 July 2003)</td>
</tr>
<tr>
<td>Deal</td>
<td>30 year fixed-maturity Bermudan swaption, starts (16 June 2004)</td>
</tr>
<tr>
<td>Index</td>
<td>Annual, ACT/365, modified following, fixed coupon of 3.2%</td>
</tr>
</tbody>
</table>

Both exact SDE (4.10) and approximate SDE (5.3). The deal specification is given in Table 1. The swap tenor is $q$ years, with $31 - q$ exercise opportunities, at $(16 \text{ June } 2004 + i \text{ years}), i = 0, \ldots, 30 - q$, for $q = 1, \ldots, 30$. The difference between the minimum (0.996) and maximum (1.007) attained day count fractions is 0.011. To price fixed-maturity Bermudan swaptions via Monte Carlo methods, we use the algorithm of [10], with the swap value as explanatory variable $x$, and basis functions $1, x$ and $x^2$. An eight factor model is used ($d = 8$), with the correlation of the forward CMS($q$) rates given by the parametrization of [16, Eq. (4.5), p. 83], $\exp(-\beta |t_i - t_j|)$, for rates $f_{i;e(i)}$ and $f_{j;e(j)}$, with $\beta = 3\%$. The differences between the prices obtained with exact and approximate drift terms are displayed in Fig. 3. We also display option premiums and standard errors. We note that for $q = n$, equal prices are obtained up to all digits. The results show that the error is small, up to only 0.06 basis points, and up to only 6\% of the simulation standard error. Moreover, the error fluctuates robustly around 0, since the difference $\alpha_i - \alpha_{i+q}$ is both negative and positive in practice. The computational speed in the tests is approximately improved by a factor 2.5 when using Algorithm 2.
A significant reduction of computation time can thus be attained by selecting a low number of factors \( d \), since the complexity of the approximation scheme is of order \( O(nd) \), as opposed to the general algorithms (4.10) or (4.15) that are of order \( O(n^3) \). A consequence of a low number of factors is that the instantaneous correlation matrix \( (\rho_{ij}) \) cannot be exactly fitted to a given general correlation matrix. The procedure for fitting a generic market model to correlation is exactly the same as for the LIBOR market model. For fitting a low-factor LIBOR market model to correlation, the reader is referred to the recent overview paper by [14].

6 Generic calibration to correlation

When each interest rate derivative has its own generic market model that is used for its valuation and risk management, then the associated input correlation to those models involves different interest rates. There is a relationship between these correlations, which allows for netting correlation risk. Moreover, utilizing the relationship between correlations means that correlation is determined consistently across different products. In general, all interest rate correlations stem from correlations between different segments of the yield curve. We show how instantaneous forward LIBOR correlations can be used to determine subsequently the correlations for any generic market model. A further advantage is that only forward LIBOR correlations have to be determined and administered.

The key to the method is the well-known fact that, within the LIBOR market model, the instantaneous volatility vector \( \sigma_{ste}(t) \) of a forward swap rate \( f_{ste} \) can be approximated as a weighted average of instantaneous volatility vectors \( \sigma_i(t) \) of forward LIBORs. If we denote the approximation by \( \tilde{\sigma}_{ste}(t) \), then
\[ \tilde{\sigma}_{s:e}(t) = \sum_{i=s}^{e-1} w_i^{s:e}(0) \sigma_i(t). \]

An expression for the weights \( w_i^{s:e} \) may be found, e.g. in [4, p. 53]. Instantaneous forward rate correlations \( \rho_s(1);s(2);e(2) \) can thus be expressed as a function of instantaneous forward LIBOR correlations \( \rho_{ij}(t) \),

\[
\rho_{s(1);s(2);e(2)}(t) = \frac{\sigma_{s(1);s(2);e(2)}(t)}{\sqrt{\sigma_{s(1);s(2);e(2)}(t) \sigma_{s(1);s(2);e(2)}(t) \sigma_{s(2);e(2)}(t)}} ,
\]

where \( \sigma_{ij}(t) \sigma_{k:l}(t) \) can be approximated by \( \tilde{\sigma}_{ij}(t) \tilde{\sigma}_{k:l}(t) \), with

\[
\tilde{\sigma}_{ij}(t) \tilde{\sigma}_{k:l}(t) = \sum_{m_1=i}^{j-1} \sum_{m_2=k}^{l-1} w_{m_1}^{i:j}(0) w_{m_2}^{k:l}(0) |\sigma_{m_1}(t)| |\sigma_{m_2}(t)| \rho_{m_1 m_2}(t).
\]

### 7 Conclusions

A generalization of market models has been studied, whereby arbitrary forward rates are allowed to span a tenor structure. The benefit of such a generalization is straightforward direct and stable volatility-calibration for LIBOR or swap rates relevant to an interest rate derivative. Moreover, we have the freedom to specify the volatility function shape. Generic market models are therefore particularly apt for pricing and risk management of callable CMS swaps, in particular, Bermudan CMS swaptions and fixed-maturity Bermudan swaptions. We have shown that the LIBOR and swap market models are special cases of generic market models. Necessary and sufficient conditions have been derived for a set of forward swap agreements to be arbitrage-free, essentially regardless of the scenario of attained forward rates. The major novelty of this paper is the derivation of generic expressions for no-arbitrage drift terms in generic market models.
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### Appendix A Rationale for Approximation 5.1

We proceed by induction on \( i = k - 1, \ldots, i(t) \).

- For \( i = k - 1 \): \( \tilde{p}_{i;\mu(i,k)+1}^{(k)} = \tilde{p}_{k-1;\min(k,k-1+q)}^{(k)} = \alpha_{k-1} \tilde{b}_{k}^{(k)} = \alpha_{k-1} \).
- For \( i = k-2, \ldots, k-q \), we have \( \min(k,i+q) = k \). The quantity \( \tilde{b}_{i+1}^{(k)} \) satisfies

\[
\tilde{b}_{i+1}^{(k)} = f_{i+1;e(i+1)} \tilde{b}_{i+1;e}^{(k)}. \tag{A.1}
\]
To see this, note that from line 3 of Algorithm 1, we have
\[ \tilde{b}_{i+1}^{(k)} = f_{i+1;e(i+1)} \tilde{p}_{i+1:i+q+1}^{(k)} + \tilde{b}_{i+1}^{(k)}. \] (A.2)

From the definition \( \tilde{b}_{j}^{(k)} = (U^{-1}c_k)_j \) in (4.8), we deduce that \( \tilde{b}_{j}^{(k)} = 0 \) for \( j > k \), from which (A.1) follows. We obtain
\[
\tilde{p}_{i+1:i+q+1}^{(k)} = \tilde{p}_{i+1}^{(k)} + \alpha_i \tilde{b}_{i+1}^{(k)} = \tilde{p}_{i+1}^{(k)} \left( 1 + \alpha_i f_{i+1;e(i+1)} \right)
\]
where equality (\( \ast \)) follows from the induction hypothesis.

- For \( i = k - q - 1, \ldots, i(t) \), we have \( \min(k, i + q) = i + q \). From (A.2), we deduce
\[
\tilde{p}_{i+1:i+q+1}^{(k)} = \tilde{p}_{i+1}^{(k)} = \alpha_i \tilde{b}_{i+1}^{(k)} - \alpha_{i+q} \tilde{b}_{i+1}^{(k)} + \tilde{p}_{i+1:i+q+1}^{(k)}
\]
where in approximation (\( \ast \)), we have used \( \alpha_i \approx \alpha_{i+q} \). \( \square \)

**Appendix B  Proof of Lemma 5.1**

\[
v_i = \sum_{k=i+1}^{n} \left( \hat{b}_k - \hat{b}_{e(k)} \right) \alpha_{k-1} \prod_{m=i}^{k-2} \left( 1 + \alpha_m f_{m+1;e(m+1)} \right) \sigma_{k:e(k)}
\]
\[
= \left( \hat{b}_{i+1} - \hat{b}_{e(i+1)} \right) \alpha_i \sigma_{i+1;e(i+1)} + \left( 1 + \alpha_i f_{i+1;e(i+1)} \right)
\]
\[
\times \left\{ \sum_{k=i+2}^{n} \left( \hat{b}_k - \hat{b}_{e(k)} \right) \alpha_{k-1} \prod_{m=i}^{k-2} \left( 1 + \alpha_m f_{m+1;e(m+1)} \right) \sigma_{k:e(k)} \right\}
\]
\[
= \left( 1 + \alpha_i f_{i+1;e(i+1)} \right) v_{i+1} + \alpha_i \left( \hat{b}_{i+1} - \hat{b}_{e(i+1)} \right) \sigma_{i+1;e(i+1)}
\]
for \( i < n \), which was to be shown. \( \square \)
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